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The paracrine action of type I IFN secreted
by natural IFN-producing cells (IPCs) (18)
in response to Cl 13 may also be involved.
Another intriguing observation reported by
Sevilla and colleagues is that Cl 13 inhibits
expression of MHC in DCs cultured from
bone marrow cells, although type I IFN
would be expected to increase at least MHC
class I expression. Whether Cl 13 directly
inhibits MHC synthesis by mechanisms
similar to those employed by herpes virus-
es (19) remains to be determined.

In conclusion, the Cl 13 infection model
underscores the central role of DCs in medi-
ating viral immunosuppression and describes
novel methods by which a virus can impair
DCs. It will be important to investigate the
influence of viral burden on these mecha-
nisms. Infection of bone marrow and sup-
pression of DC development may require
higher viral loads than infection of peripheral
DCs. Another important question is whether
Cl 13 immunosuppression involves other
APCs that may participate in anti-LCMV
immune responses, such as IPCs and macro-
phages. Certainly, Cl 13 infection will provide
a valuable model to test whether increasing
DC numbers, their maturation, and their T
cell stimulatory capacity can improve the effi-
cacy of vaccines in chronic infections associ-
ated with immunosuppression.
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The anatomy of an arrhythmia
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Computer simulations are potentially effective approaches to unraveling the
causes of lethal heart rhythm disorders. In this issue of the JCI, Xie et al. (see
the related article beginning on page 686) have embedded a well-characterized
dynamic mechanism for arrhythmia development in an anatomically realis-
tic computer model of the heart. Their demonstration that this simple mech-
anism governs the behavior of the complex model may provide a new target
for strategies to prevent sudden death.
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Ventricular fibrillation and sudden
cardiac death
The primary mechanical event in the
heart—the development of contractile
force—is triggered by an electrical event, the

cardiac action potential, through the pro-
cess of excitation-contraction coupling. For
the heart to contract efficiently and con-
tinuously over the life span of an individu-
al, which may encompass many millions of
heartbeats, electrical activation of the heart
must occur repetitively in the proper
sequence. Orderly electrical activation is
accomplished by the sequential propaga-
tion of action potentials along the anatom-
ically defined structures shown in the right
panel of Figure 1. The heartbeat begins in
the sinoatrial (SA) node with a sponta-

neously generated action potential. Propa-
gation of the SA nodal impulse creates
wavefronts of electrical excitation that ini-
tially spread outward to atrial myocardium
and then converge before crossing the atri-
oventricular (AV) node and entering the
specialized conducting system, which con-
sists of the bundle branches and an arboriz-
ing network of Purkinje cells. The Purkinje
system then distributes activation rapidly
and widely to ventricular myocardium.

If the sequence of electrical activation
becomes disorganized, the mechanical activ-
ity of the heart is compromised. In the most
extreme case of disorganization, ventricular
fibrillation (VF), the electrical activity of the
ventricles becomes so rapid and irregular
that coordinated contraction ceases, causing
blood pressure to plummet and death to
ensue within minutes. Despite decades of
intensive investigation, sudden death from
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VF remains the leading cause of death in
developed countries (1).

Mechanisms for ventricular fibrillation
For as long as there has been an interest in
defining the mechanisms underlying ven-
tricular tachyarrhythmias, there has been
the intuition that heterogeneity of cardiac
electrical properties is a necessary, if not suf-
ficient, condition for the development of
such arrhythmias (2). Heterogeneity predis-
poses to block an electrical wavefront in one
region of myocardium with continued prop-
agation in other regions. This fractionation
of the wavefront provides an opportunity for
the initiation of self-sustaining reentrant
excitation, manifest as conduction around
an anatomical or functional obstacle (circus
movement) or as a spiral wave or vortex (2, 3)
(Figure 1). Numerous sources of hetero-
geneity have been identified, both in the nor-
mal (4) and in the diseased (5) heart, which
presents a problem for the experimentalist
and for the computer modeler when they
attempt to determine which of these sources
are relevant for the induction of reentry
under any particular set of circumstances.
The easy criticism of virtually any study con-
ducted to date to establish a mechanistic
link between one form of heterogeneity and
the development of reentrant arrhythmias is
“you didn’t consider (fill in the blank).”

Given the plethora of potentially arrhyth-
mogenic heterogeneities in the heart, it is
remarkable that local conduction block can
be accounted for, at least in certain comput-
er models and experimental preparations, by
relatively simple interactions between resti-
tution of conduction velocity and action
potential duration (6–9). In general terms,
restitution refers to the recovery of some
electrical property over time. For example,
during pacing of a heart cell at a constant
cycle length, the cardiac action potential
duration (APD) and the velocity with which
the action potential propagates (conduction
velocity [CV]) are determined by the rest, or
diastolic, interval between action potentials;
the greater the rest interval, the longer the
subsequent APD and the more rapid the CV.
The restitution relations for APD and CV are
typically represented by plotting either APD
or CV versus the preceding diastolic interval.
For reasons that have been described else-
where (10), if the APD restitution function
has a slope of 1 or more, then pacing at a
short cycle length typically induces alter-
nans, a beat-to-beat long-short alternation
of APD. APD alternans and its surface ECG
manifestation, QT alternans, have been
linked to the development of conduction
block and reentry (6–9, 11–13) (Figure 1).

An additional surprise from the studies of
simple systems is that heterogeneity can

develop from interactions between restitu-
tion of APD and CV in the complete absence
of underlying intrinsic heterogeneity. In
other words, the “cells” in such systems are
identical in their individual behavior, yet
when coupled together and perturbed by
closely coupled stimuli, they develop spatial-
ly distributed dispersion of electrical proper-
ties through a purely dynamic mechanism.

The obvious question that arises with
respect to such studies (at least within the
cardiology community, where simplicity
often is viewed with a high level of suspi-
cion) is this: what happens when you take
such simple (unidimensional, homogenous,
isotropic) systems and embed them in an
anatomically realistic cardiac silhouette?
Will the heterogeneous anatomical features
of the real heart, such as anisotropy and
regional variations in fiber orientation and
organization, overwhelm the contribution
of dynamic heterogeneity and become the
primary determinants for wavebreak and
the development of reentry?

Evolution of computer models 
of the heart
The studies by Xie et al. in this issue of the
JCI (14) were designed to answer the impor-
tant questions posed above and they have
done so with admirable clarity. The main
result would seem to be that the precepts

Figure 1
Evolution of cardiac computer models.The top panels illustrate, from left to right, the progression from one-dimensional (1D) models to three-dimen-
sional (3D) models, including those that incorporate a representation of gross cardiac anatomy (3D+) and regional variations in myocardial fiber ori-
entation (3D++). In the 1D model of a linear cardiac fiber (oriented vertically), pacing the fiber at cell 1 at a short cycle length induces discordant
APD alternans in which the APD pattern at the site of stimulation is (from left to right) short APD, long APD, short APD, etc. However, the initial pat-
tern at the other end of the fiber (cell no. 220) is the opposite: long APD followed by short APD (arrow 1). The next long APD is followed by conduc-
tion block (arrow 2). In the 2D simulation, local conduction block, indicated by the light blue region, prevents a wavefront of excitation (red area) from
propagating up the right side of the sheet (where all of the cells remain in the rest state, shown in dark blue), but permits propagation up the left side,
thereby inducing the formation of a spiral wave of excitation. When transferred to a 3D slab, the 2D spiral wave becomes a 3D vortex. Future chal-
lenges to creating a complete model of the heart include incorporation of excitation-contraction coupling and innervation by the sympathetic and
parasympathetic limbs of the autonomic nervous system into an anatomically realistic substrate. The 1D image is reprinted with permission from
Circ. Res. (8). The 3D image is reprinted with permission from Proc. Natl.Acad. Sci. U. S.A. (17). The 3D+ and 3D++ images are reprinted from Xie
et al. (14). The cross-section of the heart is reproduced with permission from Benjamin/Cummings (18).



commentaries

664 The Journal of Clinical Investigation http://www.jci.org       Volume 113       Number 5       March 2004

for initiation of conduction block devel-
oped using the simpler models need only be
adjusted, not discarded, when considering
a more anatomically complex model. This
result builds on previous studies by this
group and by others in which simple one-
dimensional models of cardiac fibers have
been extended first to two-dimensional
sheets of cardiac tissue and then to three-
dimensional slabs (Figure 1). The present
study extends these models further by
incorporating important aspects of gross
and microscopic cardiac anatomy, includ-
ing regional differences in fiber orienta-
tion. Despite the increased complexity of
the anatomical substrate, the role of APD
restitution in the development of VF
remains intact, in that steep restitution is
necessary for the initiation of wavebreak
and for the disintegration of a single spiral
wave into multiple wavelets (see Figures 4
and 6 from Xie et al. [ref. 14]). 

Although the results of Xie et al. under-
score the importance of electrical restitu-
tion for the development of VF in a more
anatomically correct heart, the next set of
questions inevitably arises regarding the
potential impact of anatomically related
electrophysiological features of the heart
that were not included in their model, such
as transmural and base-to-apex gradients
of electrical properties, the presence of a
His-Purkinje system, microscopic muscle
bundle architecture, etc. The relative
impact of cardiac contraction, the auto-

nomic nervous system, and the anatomical,
electrical, and mechanical remodeling that
occur in response to the demands created
by various forms of heart disease also
remain to be addressed (Figure 1).

Although the prospect of accommodating
all of the complexities cited above into a sin-
gle model of the heart might seem daunting,
such models are under development by sev-
eral groups (e.g., see refs. 15, 16), and with
the exponential improvement in computing
power over time and the healthy interest of
biologists and computer scientists, such
problems promise to become tractable. It
will be interesting, however, to discover how
much better we understand the develop-
ment of ventricular arrhythmias as layers of
complexity are added. Perhaps we will be
able to look back on the present state of the
art and find that all of the important pieces
already were in place — or perhaps not.
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Immune system versus tumor: shifting the balance
in favor of DCs and effective immunity
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Despite the initial excitement over cancer vaccines, the clinical effectiveness of
immunotherapy has been disappointing. The suppressive milieu present with-
in established tumors inhibits effective immune responses, although new strate-
gies are emerging to manipulate the local tumor microenvironment and shift
the balance back to a proinflammatory environment, promote DC activation,
and enhance tumor immunity (see the related article beginning on page 774).
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The balance between host antitumor
immunity and tumor escape
Therapeutic vaccines that have targeted
established disease in cancer patients have
not been successful in eliciting significant,
long-lasting tumor regression. Over the last
several decades most attempts to vaccinate

against cancer and generate an antitumor
response have been in patients with mea-
surable tumors, and the clinical endpoint
of such trials has been to evaluate a reduc-
tion in tumor burden. The inability to
effectively decrease tumor growth with
active immunization is most likely due, in
large part, to an unfavorable tumor micro-
environment incapable of propagating a
robust immune response (1).

The defects in the tumor environment are
many (Figure 1). The tumor itself can secrete a
variety of substances that will depress or inhib-
it local immunity, such as IL-6 or TGF-β,


